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Abstract— Edge Computing is widely recognized as one of 

the enabling technologies for the upcoming fifth-generation (5G) 

mobile networks. By bringing application-oriented capabilities 

within the telecom operator infrastructure, a wide range of new 

use cases will be supported, with low latency requirements and 

a high degree of personalization of networking, billing and 

features. While the integration of 4G networks with Edge 

Computing technologies would anticipate the technological 

improvements foreseen by the coming of 5G, as well as smoothen 

the transition to the new technology, 4G does not natively 

support Edge Computing. Therefore, specific functionalities for 

user-plane integration and isolation of tenant spaces are 

required for effectively deploying Edge Computing in 4G 

networks. This paper describes the design of the end-point 

between the mobile and edge environments that has been 

integrated in the telecom layer platform of the MATILDA 

Project. Such end-point, designed in a Virtual Network 

Function (VNF), allows intercepting and forwarding data and 

control traffic towards external Data Networks. Instances of this 

VNF can be horizontally scaled according to a decision policy, 

which determines the minimum number of instances required 

for the current load. Results show that the latency ascribable to 

the VNF processing is sufficiently low to satisfy the delay budget 

for all 5G use-cases up to 10 ms and that the decision policy 

based on the QCI allows scaling with the traffic load, while still 

fulfilling the performance requirements of each application. 

Keywords— Edge Computing, Virtual Network Functions, 5G, 

Quality of Service 

I. INTRODUCTION 

With the upcoming fifth-generation (5G) mobile networks 
gaining momentum, the dramatic performance improvement 
promoted by this technology will be the driver for new vertical 
business models involving all the stakeholders, from vertical 
industries to Over-The-Top (OTT) providers and software 
developers.  

5G-ready applications will be composed of independent, 
cloud-native “microservices” [1] running on individual 
execution environments and deployed across multiple 
facilities. An application orchestrator is in charge of managing 
the 5G-ready application lifecycle, as well as the 
interconnectivity among its microservices, in order to fulfill 
the application performance requirements even in 
geographically distributed, multi-domain datacenters. This 
design takes advantage of both the programmable network and 
computational infrastructure, allowing high scalability levels 
and effective agility. 

To this end, Edge Computing, initially defined by 
European Telecommunications Standards Institute (ETSI) as 
Multi-access Edge Computing (MEC) [2], has been widely 

accepted as a key technology [3] to bring application-oriented 
capabilities onto computing and storage facilities within 
telecom operators’ infrastructures, much closer to end users. 
By exploiting softwarized infrastructures powered by 
Network Functions Virtualization (NFV) [4] and Software-
Defined Networking (SDN) [5], Edge Computing allows to 
support a wide range of new use cases with low latency 
requirements and a high degree of personalization of 
networking, billing and features [6] enabled by the knowledge 
of user location and the network data available within the 
telecom premises. 

A number of functionalities will be natively available in 
5G networks for Edge Computing integration, such as the 
User Plane Function (UPF) and the Session Management 
Function (SMF) [7]. Since 4G networks will still exist for 
several years, their integration with Edge Computing would 
not only anticipate the technological (and economic) 
improvements foreseen by the coming of 5G, but also allow 
for a smoother transition to the new technology. However, 4G 
was not conceived to support edge computing and a number 
of issues, mainly related to user-plane integration and isolation 
of tenant spaces, need to be overcome for a seamless and 
effective deployment. 

In this paper, we address the deployment of Edge 
Computing in a 4G network and also provide some insights on 
the potential applications to 5G as well. In more details, the 
paper describes the end-point realized between the mobile and 
edge environments, by intercepting data and control traffic 
and managing forwarding towards locally-attached external 
Data Networks (DNs). Such end-point, designed in a Virtual 
Network Function (VNF), has been integrated in the telecom 
layer platform of the MATILDA Project [8] and is subject to 
the orchestration mechanisms in place for the fulfilment of the 
Quality of Service (QoS) requirements: the orchestrator 
performs horizontal scaling on the VNF instances according 
to a decision policy, which determines the minimum number 
of instances required for the current load on the basis of the 
User Equipment (UE) bearers and all associated QoS Class 
Identifiers (QCIs). This capability, along with the design 
based on the RESTful API technology, can be crucial for the 
application of these mechanisms to 5G as well, where latency 
requirements will be heterogeneous and even more stringent 
and the 5G Service-based Architecture (SBA) will modularize 
the design of the core functionalities making them fully 
pluggable. 

Results compare the impact on the system occupation and 
on the latency obtained with two steering mechanisms and 
highlight the agility of the proposed deployment by showing 
how horizontal scaling performed according to the QCI of 
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each incoming bearer can scale better with the traffic load, 
while still fulfilling the performance requirements.  

The paper is organized as follows. Section II proposes a 
brief state of the art on the integration of MEC in 4G networks 
and beyond. Section III outlines the reference network 
environment and issues of Edge Computing integration. 
Section IV describes the proposed deployment, while Section 
V reports its evaluation. Finally, conclusions are drawn in 
Section VI. 

II. RELATED WORK 

While the attention on the deployment of Edge Computing 
in 5G is expanding in the scientific research, especially 
concerning the UPF design, the integration over LTE 
networks is still a relevant topic, as the coexistence of these 
two mobile network generations is expected to last for several 
years to come. Moreover, as will be shown in the next section, 
practices and lessons learned in 4G will foster a more effective 
5G core design; in fact, the papers considered in this brief state 
of the art often do not show a clear separation between 4G and 
5G, confirming the non-binary nature of the two technologies.  

As explained in the introduction, our work focuses on the 
integration of MEC in a 4G network as well as the 
orchestration of the virtual resources providing the attach 
points. The most similar contribution to the first topic can be 
found in [9]. The authors recognize the interest for deploying 
MEC solutions in current 4G infrastructures; in this respect, 
they propose a management architecture that combines 
elements from the standard NFV framework with MEC 
functionalities. Moreover, the integration of the proposed 
architecture into LTE network is implemented, with reference 
to [10], by adopting the “Distributed SGW with Local 
Breakout” approach, that is, co-locating MEC hosts and the 
serving gateway (SGW) at the edge in the same VNF. The 
paper applies this architecture to the use case of a mobile edge 
application for innovative video service provision during 
crowded events. Authors of [11] aimed to evolve the 4G core 
towards 5G by deploying most EPC control functions in the 
edge to be closer to the eNBs. In the paper, such proximity is 
exploited to develop a state sharing mechanism across 
different data centers to transport state information in a 
controlled manner over the network, without further details on 
the actual integration aspects between the access and the edge. 
[12] explores the possibilities of designing MEC over fiber-
wireless (FiWi) networks for WLAN, 4G LTE, and LTE-A 
HetNets. In more details, MEC servers are integrated at the 
edge of FiWi networks, in co-location with Optical Network 
Units (ONUs). The main focus of the paper is a TDMA-based 
unified resource management scheme for MEC over Ethernet-
based FiWi networks. [13] analyzes the benefits of deploying 
mission-critical push-to-talk (MCPTT) services in an ETSI 
MEC architecture. Their comparison of the conventional 
network architecture and the distribution of MEC-based 
service planes emphasizes the architectural limitations of 
MEC solutions on the current EPC when dealing with 
emergency situations. 

The work of Costa-Requena et al. [14] can still fit in the 
4G category, as the paper consists of the implementation of a 
UPF integrated in a SDN switch, but it also discusses the 
migration from legacy 4G user plane to 5G UPFs. In 
particular, the UPF realizes the interconnection with the 
services in the edge by terminating GTP tunnels and steering 
traffic into dedicated L1/L2 links using VLANs. For the 

integration with the LTE core, the authors propose and 
compare two scenarios: in the first one, the UPF resides in the 
same VM as the EPC, while in the second one only the control 
plane of the UPF is located in the core with the data plane 
being in the edge closer to the RAN. Multiple UPF modules 
can be assigned on a per slice/user basis, but while the authors 
acknowledge that having a large set of UPFs might cause 
orchestration issues, they do not propose any specific 
solutions in this work.  

Regarding Edge Computing deployment in 5G networks, 
interest is currently pointed towards the design of the UPF at 
the data plane and of the SMF at the control plane, with most 
of the focus on the former. For example, [15] deals with the 
application of prediction techniques to optimize mobile 
networks. In this respect, the paper proposes a learning-based 
user plane management in which UPFs are placed by SMF 
according to user behavior predictions: exploiting the user’s 
forecasted next point of attachment, the SMF can anticipate 
the most suitable user plane position in terms of local transport 
network topology, the current load of active UPFs and the 
utilization of related user plane paths, as well as the direction 
of user movement before handovers occur. 

[16] proposes a service function chaining (SFC) 
framework for enabling third-party stakeholders deploying 
proprietary UPFs in the 5G core. The key point for a fruitful 
coexistence of multiple UPFs is sharing the context 
information among the mobile infrastructure and the service 
providers. By exploiting context sharing, it is possible to 
dynamically determine the most suitable chain of UPFs for 
each traffic flow regardless of the owner of the individual 
functions. Finally, [17] focuses on call flow and load 
balancing algorithms at SMF and UPF level. In particular, the 
authors propose an algorithm for load balancing between 5G 
and WiFi: if the traffic recipient is connected to both access 
networks, the UPF can decide to balance traffic between them 
according to the real time information on load and network 
capacity. Such information is provided by a signaling call flow 
mechanisms that allows propagating current load messages 
between gNBs/WiFi APs and the core network.  

A key contribution of our work is represented by the 
mechanism for horizontally scaling the virtual resources 
providing the attach points. Although no other works pairing 
the design of Edge Computing functions for 4G integration 
with their orchestration are currently available in the literature, 
a number of relevant papers are still worth mentioning for 
their contribution to the orchestration solution realm. 

Authors of [18] focus on designing an integrated NFV and 
MEC orchestration solution for the deployment of container-
based network services at the network edge. Their architecture 
is based on the Open Baton Management and Orchestration 
(MANO) framework and aims to overcome the typical lack of 
resources in edge nodes by deploying network functions in 
lightweight execution environments and orchestrating them 
among multiple points-of-presence. In [19], the authors argue 
that the ETSI MEC architecture is access-agnostic, so they 
consider a deployment independent from the mobile network 
generation. They propose a QoS awareness enhancement by 
means of a host proximity zoning framework for latency-
aware MEC instances placement. [20] proposes a reference 
architecture for the orchestration and management of the Edge 
Computing ecosystem. After providing an analysis of the most 
common virtualization/centralization trends, with notable 
attention to the usage of the channel state information (CSI) 
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generated by UEs in LTE networks, the authors compare the 
impact of different eNB virtualization techniques on the 
availability of CSI at the Edge Computing platform. 

III. TELECOM LAYER PLATFORM FOR 5G-READY 

APPLICATIONS  

The scope of the MATILDA Project is to deliver a holistic 
and innovative 5G framework to undertake the design, 
development and orchestration of 5G-ready applications and 
5G network services over programmable infrastructures. To 
this goal, a telecom layer platform has been designed to realize 
the autonomic management of the lifecycle of 5G network 
slices and edge computing resources. Since the project was 
funded in 2017, the platform prototype has been initially 
designed to work with the 4G access and core technologies 
available in that moment; at the time of writing, integration 
with recently acquired SDR devices that can be programmed 
as 5G gNB [21] is in progress. 

In accordance with [22], the main stakeholders actively 
involved in this environment are three: the vertical industry 
owing the application, the telecom service provider delivering 
5G services, and the telecom infrastructure provider offering 
computing and communication facilities. 

Fig. 1 depicts the main functional blocks composing the 
telecom layer platform, highlighted with the red dotted line: 

• the Operations Support System (OSS), in charge of 
managing all functions and operations required for the 
placement of a 5G-ready application over a network 
slice, as well as maintaining the information on all the 
data regarding the deployed applications, network 
services, available resources, and so on  

• the NFV Orchestrator (NFVO), responsible for the 
lifecycle management of the network services, both 
those composing the base 4/5G services and the ones 
provided to slices  

• the Wide-area Infrastructure Manager (WIM), 
devoted to manage and monitor the wide-area 
communication resources, to create overlay networks 
for vertical applications and base telecommunication 
services, as well as to provide information on the 
resources available in the distributed 5G infrastructure 

• the Virtual Infrastructure Manager (VIM – one 
instance per each distributed computing facility), 
abstracting and exposing computing, storage, and 
networking capabilities of datacenters within the 5G 
infrastructures.  

As shown in the figure, the OSS and the NFVO act in the 
network service provider domain, while the VIM and the 
WIM in the network infrastructure provider. Vertical 
industries can autonomically manage the lifecycle of their 
application graphs by means of Vertical Application 
Orchestrators (VAOs). It is worth noting that all of these 
building blocks and their reference points are fully compliant 
with the specifications of the ETSI NFV architectural 
framework [23]. 

Even though, for the sake of simplicity, the figure shows 
only one stakeholder per domain, in the reality the whole 
architecture and related control systems have been designed 
with “multi-tenancy” and “multi-domain” as foundational 
principles. In fact, 5G-ready applications will be deployed 
across multiple geographically-distributed VIMs, potentially 
owned by more than one infrastructure provider.  

In order to maintain the connectivity among the chainable 
components deployed in different datacenters, and between 
the application front-end components and the UE, a number 
of NFV services are required to terminate the network slice 
assigned to the vertical application and abstract the underlying 
infrastructure. The realization of the “attach points”, 
represented by the red bullets in Fig. 1, still represents an open 
question precluding Edge Computing deployment in 4G 
networks. 

A. Edge Computing Deployment and Issues 

Edge Computing has been widely accepted as a crucial 
technology for achieving low latency targets. As such, while 
this paradigm is seen as a key pillar for 5G, the original ETSI 
MEC reference architecture [24] was actually defined to suit 
any mobile networks. This heterogeneity allows all the 
stakeholders involved in the mobile ecosystem to benefit from 
the evolution of the telecommunications business brought 
forth by Edge Computing, while still relying on 4G networks.  

However, while Edge Computing deployment in 4G is 
seen as an opportunity to support applications with locality 
and/or low latency requirements, as well as a “gateway” to 

 

Fig. 1. Example of deployment of an application, driven by the MATILDA framework, into multiple VIMs over a 5G infrastructure. 
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network infrastructure/service upgrades towards 5G, Edge 
Computing solutions have to be designed as an add-on feature 
to the pre-existing 4G networks in order to offer services in 
the edge, and as such they present a number of issues, 
especially related to user-plane integration and isolation of 
tenant spaces.  

In fact, in order for Edge Computing technology to foster 
a dramatic reduction of latency times throughout high service 
continuity levels [25], application components running in 
different datacenters should be connected to UEs and among 
themselves. However, as identified again by the ETSI MEC 
Working Group (WG) in [25], the user-planes of applications 
and NFV services might be hosted in different isolated tenant 
spaces of VIMs. User-plane traffic cannot be exchanged easily 
between two isolated tenant spaces, making the realization of 
“attach points” between applications and NFV services a non-
trivial task [26]. In detail, such attach points correspond to the 
virtual networks interconnecting application components and 
VNFs hosted in the VIM.  

The 3GPP 5G core specifications define a set of new 
functionalities for enabling integrated Edge Computing 
deployments in 5G networks. Among these functionalities, the 
UPF realizes all the user-plane operations: its forwarding rules 
can be determined by application components themselves (by 
means of a SMF) to steer predetermined traffic flows towards 
a locally-attached external data network, which can be seen as 
the attach point between the application and the mobile 
network domains.  

For 4G networks, the current 3GPP 4G architectural 
specification does not allow exposing reference points 
externally to realize these attach points. For this reason, 
additional functionalities are required to overcome the current 
specifications that do not allow exposing the S1-AP [27] and 
S1-U [28] protocol interfaces externally, but only to Mobility 
Management Entity (MME) and Serving Gateway (S-GW) 
nodes. As described in [10], Edge Computing requirements 
and performance are impacted by the location of the Edge 
Computing attach point. For example, installing the Edge 
Computing host at the SGi interface is considered suitable for 
5G use cases in which the communication with the operator’s 
core site is optional, such as Mission Critical Push to Talk 
(MCPTT), and Machine-to-Machine (M2M) 
communications. On the other hand, a scenario in which the 
attach point lies between the eNodeB and the Enhanced 
Packet Core (EPC) is very convenient in the presence of a C-
RAN deployment. 

The latter solution, which is called “bump-in-the-wire” 
and is shown in Fig. 2(a), has been developed in the scope of 

the MATILDA [8] and TRIANGLE [29] projects, by 
implementing a VNF that allows defining bearers on a per-
bearer (more specifically, per-TEID, Tunnel Endpoint 
Identifier) basis, including VLAN tags, and to manage them 
by means of a RESTful interface. Nevertheless, although in 
the remaining of the paper the main focus will be on the 
evaluation of this implementation in the 4G context, the 
proposed solution can be ported to 5G, as well. In fact, the 
design principles, and even the code itself, of the Bypass VNF 
are suitable to be deployed as UPF (see Fig. 2(b) for an 
example): aside from providing the same basic functionalities, 
compatibility with the 5G SBA is ensured by the 3GPP 
decision of using RESTful APIs [30] for both the Core 
Network internal communication and North-/South-bound 
interfaces.  

IV. PROPOSED EDGE COMPUTING DEPLOYMENT  

The Bypass VNF realizes the Edge Computing attach 
point by intercepting data and control traffic before reaching 
the EPC, as shown in Fig. 2(a) and described in details in 
Section IV.A. Depending on the traffic load, the OSS may ask 
the NFVO to package more than one instance of the Bypass 
VNF in order to guarantee the fulfilment of the QoS 
requirements for each bearer. To this goal, a decision policy 
has been designed to horizontally scale the Bypass VNF 
instances and to balance their load in a way that minimizes the 
resource utilization while respecting QoS constraints. The 
mathematical model driving the decision policy is described 
in detail in Section IV.B.  

A. Bypass VNF Functionalities 

The main functionalities performed in the Bypass VNF are 
illustrated in Fig. 3. The Identify function intercepts S1-AP 
messages and parses their content against the information 
available at the OSS to univocally recognize the UE, to 
identify the eNodeB where the UE is attached and handover 
events, as well as to understand the configuration of its S1 
bearers. If the intercepted packets do not belong to any of the 
deployed applications, they are directed again to the EPC 
without performing any further operations on them.  

Then, an additional functionality, the Bypass, injects and 
retrieves packets from the S1-U protocol, which is formed by 
couples of unidirectional GPRS tunneling protocol - User 
(GTP-U) instances univocally identifying the source and 
destination IP addresses and the source and destination 
TEIDs. Furthermore, this functionality is in charge of 
realizing the end-point between the edge applications and the 
RAN. To this goal, when a packet belonging to the application 
of interest is identified, its GTP-U is removed and a VLAN 
tag is added to the packet that is then sent to the end-point. 

 
 

 

(a) 4G (b) 5G 

Fig. 2. Realization of the Edge Computing attach point (a) in 4G and (b) in 5G networks. 
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Finally, a Virtual Gateway is used to check the tag and 
forward the packet to the corresponding application end-point. 

B. TEID-Aware Decision Policy 

We consider a datacenter i with CPU, RAM and disk 
capacity defined as C(i), R(i) and D(i), respectively. i allows 
deploying a maximum number V(i) of bypass VNF instances. 
Since only one edge datacenter has been considered in this 
study, in the remaining of the paper the index (i) will be 
neglected. 

Let U be the number of users whose traffic is sent to the 
edge datacenter. The traffic load of a user u entering the 
bypass instance v can be expressed as ��

� . We assume these 
traffic loads to be random variables independent among 
themselves. So, we can write the average value of the traffic 
load entering the bypass instance v as follows: 

�� � ∑ ��
����

	
�
�  (1) 

with xuv
 being a binary variable that equals 1 if the traffic of 

user u is handled by the bypass instance v.  

The latency affecting u is a function of the traffic load and 
can be defined as  

��(∑ ��
����

	
�
� 
 � �����
 (2) 

We can associate the user to ��
∗ , corresponding to the 

most stringent latency requirement among the QCIs of the 
applications the user is subscribed to. In assigning the traffic 
of u to an instance v, it is required that the latency affecting 
the user stays below ��

∗. Hence, we can define the following 
constraint: 

�����
 � ��
∗ (3) 

The objective of the orchestration criterion is to find the 
minimum number v* of VNF instances required to process the 
incoming traffic. In more detail, by defining a binary variable 
yv that equals 1 if the VNF instance v is active, to include only 
active instances in the optimization procedure, the problem 
can be stated as follows: 

�∗ � argmin
�

∑ ��
�
�
�  (4) 

∑ ���� � ��
�
�  (5) 

∑ ���� � ��
�
�  (6) 

∑ ���� � ��
�
�  (7) 

��� 
 � ��
∗,   " � 1, … , % (8) 

�� ∈ '0, 1) (9) 

Equations (5)-(7) constrain the VNFs’ resource 
requirements to be below the available datacenter capacity. In 
order to satisfy Equation (8), it is required to find λ*, which is 
the maximum incoming load allowing to fulfil the latency cap 
��

∗. Since �� is a function of the total load of the VNF as 
expressed in Equation (2), all flows u, once assigned to an 
instance v, will experience the same latency, regardless of 
their individual requirements. In fact, the presence of a 
classifier inside the VNF would cause an additional 
computational time which would even be useless in the case 
of saturation, where losses would appear before classification. 
Hence, the most stringent among all ��

∗ must be taken into 
account for all flows, and Equation (8) becomes: 

�����
 � min 
∀�: ,-.
�

��
∗ ,   " � 1, … , % (10) 

Since we can assume ��  to be monotonic, it can be 
inverted to provide a function ��

� (Wu), and we can then 
determine its upper bound λ* by interpolating the 
characterization of the Bypass VNF (provided in a datasheet, 
or empirically determined from performance evaluations), 
which gives the latency as a function of the load and thus can 
be used to determine λ* for any given ��

∗, as will be shown in 
the next section.  

V. EVALUATION 

This section reports the results of a number of tests 
performed to assess the behavior of the proposed Edge 
Computing deployment. In details, Section V.A provides a 
characterization of the Bypass VNF, and Section V.B 
evaluates the performance of the proposed attach point in 4G. 
Considerations on 5G deployment are reported as well. 

A. Characterization of the Bypass VNF Performance 

Tests have been performed to characterize the delay 
between the UE and the destination of its traffic ascribable to 
the presence of the Bypass VNF. Specifically, the testbed 
consists of a traffic generator and two servers, as shown in Fig. 
4. Both servers are equipped with an Intel Xeon E5-2643 v3 
processor (2 CPUs 3.40 GHz, with 6 cores and 128 GB of 
RAM), the operating system is Debian 9.0, kernel version 
4.13.4 x86_64. The transmitting port of the traffic generator 
behaves as a UE, and the receiving one represents the end-
point of the traffic. The first server provides the GTP 
encapsulation required to emulate the behavior of the S1-U 
protocol, which is not available in the traffic generator, and is 
realized by using a Linux Virtual Machine (VM). The second 
server hosts a VM that contains the Bypass VNF, which 

 

Fig. 3. Bypass VNF for introducing MEC in 4G networks. 
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inspects the incoming traffic and, when packets belonging to 
the service of interest are identified, removes their GTP-U, 
adds a VLAN tag and then sends the packets to the end-point 
(e.g., the receiving port of the traffic generator). Traffic has 
been transmitted at increasing rates from 10 to 200 kpkt/s, 
with packet sizes set to 1440 Bytes.  

The obtained performance is shown in Fig. 5. The 
latency ascribable to the VNF processing is sufficiently low to 
satisfy the delay budget for all services as per 3GPP 
Standardized QCI characteristics [31], considering a radio 
round-trip time of 20 ms [32] and an LTE backhaul delay of 
20 ms [31]. If we consider the application to the 5G scenario, 
we can reduce radio and backhaul delays to 4 [33] and 1 ms 
[7], respectively. Considering standardized 5QI values from 
[7], such performance is sufficient to handle almost all of the 
use-cases under the URLLC umbrella; end-to-end latency 
requirements below 10 ms, such as for the Electricity 
Distribution- high voltage use case, will require specific 
infrastructure interventions to ensure radio delays below 2 ms. 

B. Numerical Results 

As anticipated in Section IV.B, the experimental measures 
in Fig. 5 can be interpolated to obtain a function characterizing 
the behavior of the Bypass VNF. With this function, for any 
desired threshold on the latency ��

∗, it is possible to determine 
the corresponding maximum traffic load λ* allowed for a 
specific instance. In order to test the outcomes of the policy, 
we consider two simple orchestration mechanisms and 
compare their impact on the system occupation and the 
latency.  

The first mechanism, named Case A in the results, 
provides the minimization of the number of VNF instances 
without discriminating on the specific QoS requirement of 
each bearer: in more details, traffic is shared on a per-TEID 
basis among a number of active Bypass VNF instances whose 
λ* is the same for each instance, corresponding to the most 
stringent latency requirement among the hosted applications. 

This case corrsponds to the application of the decision policy 
in Section IV.B to the total incoming traffic load.  

The second mechanism, Case B, still minimizes the 
number of active instances, but the decision policy also takes 
into account the QCI of the bearers and applies the policy for 
each class. Accordingly, subgroups of VNF instances (one for 
each class identifier) are obtained, which have different λ* and 
receive traffic from the corresponding bearers. It is worth 
noting that this case is not in contrast with the assumption 
made for Equation (10), because the classification is not 
performed by the VNF itself but by the orchestrator.  

In order to test and compare the two cases, we consider a 
number of bearers varying from 100 to 1000, each one with a 
random traffic rate between 1000 and 2000 pkt/s. Such rates 
have been selected according to the Cisco Mobile Visual 
Networking Index (VNI) mobile speed forecasts [34]. Each 
bearer corresponds to one of the available applications, which 
have been selected among the 3GPP use cases to provide 
heterogeneous latency requirements as summarized in Table 
I. Namely, App1 belongs to the Discrete Automation use case, 
and App2 and App3 to Real-Time Gaming and 
Conversational Voice, respectively. Their packet delay 
budgets [31] correspond to 10 ms, 50 ms and 100 ms, 
respectively. The association between bearers (TEIDs in the 
following graphs) and applications has been randomly 
generated as well, and the offered load of each application, 
along with the total load, for a growing number of TEIDs, is 
shown in Fig. 6. 

Fig. 7 reports the traffic load shares among the number of 
VNF instances selected by the orchestrator in Case A. In this 

 

Fig. 4. Testbed configuration. 
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Fig. 6. Traffic generated to test the orchestrator. 

 

Fig. 7. Optimal number of Bypass instances and load shares according 
to increasing number of TEIDs for Test Case A. 

TABLE I.  REFERENCE APPLICATIONS USED IN THE FOLLOWING 

RESULTS 

Name 3GPP Use Case Packet Delay 
Budget [ms] 

App1 Discrete Automation 10 
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case, the orchestrator adds a VNF instance when the available 
ones reach the value λ* of incoming load, which for this test 
case, for each active instance, equals 200 kpkt/s to satisfy the 
latency constraint of App1. As the traffic grows with the 
number of TEIDs, the optimal allocation corresponds to an 
even share of the traffic among the available instances. 

The traffic shares for Case B are shown in Fig. 8. In this 
case, the decisions are not based on the total traffic, but the 
number of VNF instances depends on the traffic ascribable to 
the individual Apps rather than the aggregate. As a result, 
three instances, namely VNF1, VNF2 and VNF3 share the 
traffic from the bearers associated with App1, leaving the 
remaining two VNFs to handle a higher traffic volume with 
lower latency requirements.  

The number of VNFs required in Case A, handling all 
traffic according to the most stringent latency threshold, is 
higher for higher loads with respect to Case B, but for lower 
rates there is a significant saving of resources, as the sharing 
in Fig. 8 is performed among five VNFs throughout the whole 
test.  

Finally, the average latency ascribable to the Bypass for 
the two cases is reported in Fig. 9. Since in Case B bearers are 
associated to specific QCIs, the average latency is also 
reported on a per-App basis (dotted lines in Fig. 9) in addition 
to the average one. It can be noticed that Case A provides 
lower average latencies for a number of UEs above 400: in 
fact, for this load, as can be seen from Fig. 7 and Fig. 8, the 
number of active instances in Case A overcomes the one in 
Case B. However, the latency obtained for the traffic 
associated with the App1 QCI requirement in Case B is always 
lower than the one in Case A.  

Although the policy of Case A scales better with the 
number of bearers and, on average, it allocates a lower number 
of VNF instances, by sharing traffic according to different 
QCI levels it is possible to achieve better granularity and fulfil 
heterogeneous QCI requirements even in the presence of huge 
amounts of traffic: in fact, while above 800 TEIDs case A 

provides lower average latencies, it does so at the cost of 
instantiating three more VNFs, while Case B uses only five 
VNFs, still respects the desired QCI requirements and even 
provides better latencies for App1 and App2 with respect to 
Case A. This aspect will be particularly relevant considering 
the growth of mobile traffic, the heterogeneous requirements 
of the use cases and their low latency requirements that will 
be fostered by 5G.  

VI. CONCLUSIONS  

This paper has proposed a solution for the deployment of 
Edge Computing in 4G networks. While Edge Computing is 
widely recognized as a fundamental technology to fulfil 
mobile network requirements, and as enabler for 5G networks, 
its integration with current mobile networks is penalized by 
the 4G architectural specification that does not allow exposing 
reference points externally to realize the attach points between 
the radio and the edge environments. 

To this goal, this paper has proposed a design of the end-
point between the access and the edge networks. This solution, 
integrated in the telecom layer platform of the MATILDA 
Project, has been designed in a VNF and allows intercepting 
and forwarding data and control traffic towards applications 
allocated in the edge network. Moreover, the VNF instances 
can be horizontally scaled according to a decision policy, 
which determines the minimum number of instances required 
for the current load.  

Results have assessed that the Bypass VNF can satisfy the 
delay budget for all 5G use-cases up to 10 ms and can be 
horizontally scaled with the traffic load, while still fulfilling 
the performance requirements of each application. 
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